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ABSTRACT

Context. The nature of the close-in rocky planet 55 Cnc e is puzzling, despite it having been observed extensively. Its optical and
infrared occultation depths show temporal variability, in addition to a phase curve variability observed in the optical.
Aims. We wish to explore the possibility that the variability originates from the planet being in a 3:2 spin-orbit resonance, and thus
showing different sides during occultations. We proposed and were awarded Cycle 1 time at the James Webb Space Telescope (JWST)
to test this hypothesis.
Methods. JWST/NIRCam (Near Infrared Camera) observed five occultations (secondary eclipses) of the planet — of which four were
observed within a week — simultaneously at 2.1 and 4.5 µm. While the former gives band-integrated photometry, the latter provides
a spectrum between 3.9–5.0 µm.
Results. We find that the occultation depths in both bandpasses are highly variable and change between a non-detection (−5 ± 6 ppm
and 7±9 ppm) to 96±8 ppm and 119+34

−19 ppm at 2.1 µm and 4.5 µm, respectively. Interestingly, the variations in both bandpasses are not
correlated and do not support the 3:2 spin-orbit resonance explanation. The measured brightness temperature at 4.5 µm varies between
873–2256 K and is lower than the expected day-side temperature of bare rock with no heat redistribution (2500 K), which is indicative
of an atmosphere. Our atmospheric retrieval analysis of occultation depth spectra at 4.5 µm finds that different visits statistically
favour various atmospheric scenarios including a thin outgassed CO/CO2 atmosphere and a silicate rock vapour atmosphere. Some
visits even support a flat line model.
Conclusions. The observed variability could be explained by stochastic outgassing of CO/CO2, which is also hinted at by retrievals.
Alternatively, the variability observed at both 2.1 and 4.5 µm could be the result of a circumstellar patchy dust torus generated by
volcanism on the planet.

Key words. techniques: spectroscopic – techniques: photometric – planets and satellites: atmospheres – planets and satellites:
terrestrial planets – planets and satellites: individual: 55 Cnc e

1. Introduction1

Ultra-short-period planets (USPs) provide a unique opportunity2

to study planets in extreme environments that have no counter-3

? The photometric and white-light light curves and occultation depth
spectra are available in electronic form at the CDS via anonymous ftp
to cdsarc.cds.unistra.fr (130.79.128.5) or via https://cdsarc.cds.
unistra.fr/cgi-bin/qcat?J/A+A/
?? e-mail: jayshil.patel@astro.su.se

parts in our Solar System (see Winn et al. 2018, for a review). 4

Many USPs are consistent with a bare rock composition, while 5

some of them might have a secondary metal-rich atmosphere or 6

a disintegrating surface (e.g., Brogi et al. 2012; Kreidberg et al. 7

2019; Zieba et al. 2022). Being in an orbit around the nearby 8

(d = 12.6 pc), bright naked eye star 55 Cancri (V = 5.95 mag), 9

55 Cancri e (hereafter 55 Cnc e) is one of the best targets for in- 10

vestigating the nature of a USP. Out of the five known planets in 11

the system, planet e is the only one transiting the star. 12
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55 Cnc e was discovered by McArthur et al. (2004) with an13

orbital period of ∼ 2.8 d, which was later found to be an alias14

of the true 0.74 d period (Dawson & Fabrycky 2010). This was15

confirmed by the detection of planetary transits in the optical16

and infrared (IR) independently (Winn et al. 2011; Demory et al.17

2011), enabling its radius measurement. Together with mass es-18

timates derived from radial velocity measurements, the earlier19

works attempted to constrain the internal structure of the planet20

and found that the planetary density was consistent with either21

a purely rocky planet, a rocky planet with a thick super-critical22

water envelope, or a carbon-rich interior with no envelope (De-23

mory et al. 2011; Gillon et al. 2012; Madhusudhan et al. 2012).24

More recently, Bourrier et al. (2018a) refined the planetary mass25

(8.3 M⊕) and radius (1.88 R⊕) using radial velocity data and26

HST/STIS (Hubble Space Telescope / Space Telescope Imaging27

Spectrograph) transit observations. Their internal structure mod-28

elling, based on these updated mass-radius measurements, sug-29

gests a rocky planet surrounded by a heavyweight (high mean30

molecular weight) atmosphere. A low-mean-molecular-weight,31

or lightweight, atmosphere on the planet is not possible because32

of intense radiation from its host star. Atmospheric escape sim-33

ulations also imply that lightweight atmospheres (made of H,34

He) would not survive on 55 Cnc e for a long time period (e.g.,35

Gillon et al. 2012; Salz et al. 2016; Bourrier et al. 2018a; Zhang36

et al. 2021). Other attempts to model the internal structure of the37

planet (e.g., Dorn et al. 2017; Lopez 2017; Crida et al. 2018)38

indicate a rocky interior with a gas or water envelope.39

Soon after its discovery, Demory et al. (2012) used Spitzer to40

detect thermal emission from 55 Cnc e and determined its day-41

side temperature to be around 2300 K. Demory et al. (2016a)42

constructed a temperature map of the planet using Spitzer/IRAC43

(Infrared Array Camera) phase curve measurements at 4.5 µm.44

They calculated the average day-side temperature to be around45

2350 K with a maximum of ∼ 2700 K. Curiously, the hottest lo-46

cation of the planet was found to be shifted by ∼ 41◦ to the47

east compared to the sub-stellar point, indicating a strong heat48

redistribution. On the other hand, the day-night temperature dif-49

ference was found to be as large as 1300 K, a sign of inefficient50

heat transport to the night side. These conflicting results led De-51

mory et al. (2016a) to speculate that perhaps efficient heat trans-52

port is only happening on the day side of the planet by a thick53

atmosphere, or alternatively that a molten lava flow is respon-54

sible for the heat transport. The inefficiency of energy transport55

to the night side could be due to gases becoming cold enough56

to condense. Similarly, a lava stream could be hindered by the57

surface solidifying at the night side. Angelo & Hu (2017) re-58

analysed the phase-curve data and confirmed the findings of De-59

mory et al. (2016a). Their physical model of the phase curve60

allowed them to show that the radiative and advective timescales61

must be of the same order to reproduce the observed phase curve.62

This disfavours the lava ocean scenario, since a lava flow would63

have too large an advective timescale (e.g., Kite et al. 2016) to64

be an efficient heat transporter (however interior dynamics mod-65

els of the planet, in some cases, exhibits a mantle super-plume66

away from the sub-stellar point, which can potentially interact67

with the lava ocean and increase its temperature at the location68

of the plume, mimicking hot-spot offset; Meier et al. 2023). An-69

gelo & Hu (2017) further propose that a CO or N2 dominated70

atmosphere on the day side could explain the phase curve. This71

claim was corroborated by a 3D global circulation model climate72

model by Hammond & Pierrehumbert (2017) that could poten-73

tially describe the observations, assuming a H2 + N2 dominated74

atmosphere with a trace source of opacity at 4.5 µm (such as CO275

or H2O), coupled with the presence of night-side clouds. A re-76

cent re-reduction and re-analysis of the Spitzer phase curve by 77

Mercier et al. (2022) yielded an even larger day-night tempera- 78

ture difference with a smaller phase offset, more consistent with 79

a poor heat transport typically found on USPs. 80

The heavyweight atmosphere on the planet, which was im- 81

plied by the Spitzer phase curve, climate modelling, and mass- 82

radius constraints, is challenging to detect. Numerous observa- 83

tions have tried but failed to detect any atmosphere on the planet. 84

The singular claim of detection of gas on 55 Cnc e comes from 85

Tsiaras et al. (2016), who identified HCN in the atmosphere 86

using HST/WFC3 (Wide Field Camera 3) transit observations. 87

However, subsequent observations using high-resolution spec- 88

troscopy from the ground could not reproduce the detection of 89

HCN (Deibert et al. 2021). Furthermore, the transit observation 90

of 55 Cnc e in the Lyα band by Ehrenreich et al. (2012) re- 91

sulted in a non-detection, suggesting the absence of an extended 92

H upper atmosphere. This was supported by the non-detection 93

of He in the upper atmosphere by Zhang et al. (2021). A lack 94

of H and He in the atmosphere could mean that both gases es- 95

caped if they were initially accreted from the disc. In addition to 96

this, several studies attempted but could not detect other atmo- 97

spheric species such as H2O, TiO, NH3, C2H2, Fe, Ca, Mg, K, 98

Na, and H (Ridden-Harper et al. 2016; Esteves et al. 2017; Jin- 99

dal et al. 2020; Tabernero et al. 2020; Deibert et al. 2021; Keles 100

et al. 2022; Rasmussen et al. 2023). These non-detections mean 101

that those species are either absent from the atmosphere or only 102

present at very low volume mixing ratios if the mean molecular 103

weight of the atmosphere is not too high to be detected by the 104

transit observations. Another possibility is that the atmosphere 105

of the planet is cloudy (Mahapatra et al. 2017). 106

The IR observations of 55 Cnc e in emission posed another 107

challenge for understanding the behaviour of the planet. De- 108

mory et al. (2016b) monitored the occultation depths of 55 Cnc e 109

with Spitzer at 4.5 µm during 2012–2013 and found a variable 110

occultation depth ranging from 47 ppm to 176 ppm. This trans- 111

lates into a corresponding change in the brightness temperature 112

from 1370 K to 2530 K. Variability was also observed in the op- 113

tical bandpass by MOST (Microvariability and Oscillations of 114

STars), which discovered significant changes in phase curves 115

over several seasons (Winn et al. 2011; Dragomir et al. 2014; 116

Sulis et al. 2019). While the optical observations with MOST 117

found a significant phase curve amplitude, the secondary occul- 118

tation remained undetected. More recently, CHEOPS (CHarac- 119

terising ExOPlanet Satellite) extensively observed 55 Cnc (Mor- 120

ris et al. 2021; Demory et al. 2023; Meier Valdés et al. 2023) 121

in the optical (G band) and confirmed significant variability not 122

only in phase amplitude but also in phase offset and occultation 123

depth, where the occultation depths at some epochs were consis- 124

tent with zero. TESS (the Transiting Exoplanet Survey Satellite) 125

also observed 55 Cnc and found a hint of weak variability in oc- 126

cultation depths over three observing sectors (Meier Valdés et al. 127

2022). In contrast to the variability of the occultation depths, no 128

optical or IR variability has been observed in the transit depths 129

(e.g. Meier Valdés et al. 2023; Bourrier et al. 2018a). 130

Multiple studies in the literature propose various hypothe- 131

ses to explain the observed variability of the occultation depth 132

of 55 Cnc e in the optical and IR. Demory et al. (2016b) sug- 133

gested that plumes from volcanic outgassing on the day side 134

could explain the observed variability in emission. Assuming an 135

Earth-like composition for the interior, it can release gases such 136

as CO or CO2 that are a significant source of opacity around 137

4.5 µm. Gas plumes evolving at different atmospheric pressure 138

levels could be inferred as varying temperatures during occul- 139

tation observations in the IR. Given that the variability was ob- 140
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served throughout the optical and IR, it was suggested by Mor-141

ris et al. (2021) that a circumstellar inhomogeneous dusty torus142

could provide a variable source of opacity. Meier Valdés et al.143

(2023) studied the dusty torus scenario in detail and concluded144

that such a torus made up of certain species of a narrow range145

of particle sizes could indeed reproduce the level of observed146

variability in the optical. However, a dusty torus should extent147

out to its Hill sphere and, if opaque, is inconsistent with the ob-148

served transit depths (Heng 2023). Heng (2023) argued that a149

thin, transient outgassed atmosphere is consistent not only with150

the observed optical and IR occultation depths, but also provides151

a plausible explanation for their variability. Tian & Heng (2024)152

demonstrate that CO-CO2 atmospheres are outgassed under a153

broad range of conditions (surface pressures, oxygen fugacity,154

and temperatures).155

Since 55 Cnc e is in a very close-in orbit around its host156

star, Folsom et al. (2020) show that the planet’s orbit is inside157

the stellar Alfvén surface. This means that star-planet interac-158

tions (SPIs) are plausible for the system, potentially causing159

variability-inducing star spots. Bourrier et al. (2018b) proposed160

coronal rain, a kind of SPI, as a reason for the variability in chro-161

mospheric lines that they observed with HST (see also Sulis et al.162

2019). Morris et al. (2021) ruled out star spot creation by the163

planet as a plausible mechanism to explain the optical variability164

observed by CHEOPS but this does not prohibit other possible165

forms of SPIs, such as coronal rain.166

Although multiple hypotheses have been provided to de-167

scribe the thermal phase curve and variability from 55 Cnc e,168

each has difficulties in fully explaining all observed features. The169

observations with the James Webb Space Telescope (JWST) pre-170

sented here were in part motivated by exploring an alternative171

hypothesis that the planet rotates at an asynchronous rate to its172

orbit, potentially explaining both the hot-spot shift into the af-173

ternoon and the rapid orbit-to-orbit variability. The idea and the174

observations motivated by it are presented in Sect. 2, followed175

by results in Sect. 3. We show the results from atmospheric re-176

trieval analysis in Sect. 3.2. Finally, we interpret the results from177

our observations and present our conclusions in Sects. 4 and 5,178

respectively. Details of the data analysis methods used are put179

into Appendix A.180

2. Asynchronous rotation scenario for 55 Cnc e181

observations and methods182

2.1. 55 Cnc e in a 3:2 spin-orbit resonance183

The planet 55 Cnc e orbits its host star in about 17.7 h with a184

semi-major axis of 0.015 AU (Bourrier et al. 2018a). When a185

planet is orbiting this close to its host star, it is usually assumed186

to be in a tidally locked synchronous spin-orbit configuration187

because of strong tidal forces. However, if the planet is part of a188

multi-planetary system, gravitational interactions with the other189

planets can perturb the planet from its synchronous 1:1 spin-190

orbit configuration. Rodríguez et al. (2012) simulated the tidal191

evolution of the orbit of 55 Cnc e and showed that there is a rea-192

sonable likelihood that the planet is trapped in an asynchronous193

spin-orbit resonance, with the 3:2 spin-orbit resonance being the194

most likely after 1:1 synchronous rotation (see also, Callegari &195

Rodríguez 2013). Asynchronous rotation can thus not be ruled196

out for 55 Cnc e. The consequence is that the planet would show197

different faces to the star during the orbit. This in turn means that198

the hottest point on the planet would not necessarily be the sub-199

stellar point. Just as on Earth the hottest time of the day is in the200

afternoon and not at noon, so could thermal inertia on 55 Cnc e201

shift its hottest spot to the afternoon (east). The thermal inertia 202

could, like on Earth, be provided by the atmosphere. In the case 203

of a bare rock, thermal inertia could be provided by the heating, 204

melting, and evaporation of the rock in the morning with subse- 205

quent condensation and crystallisation in the afternoon. Quanti- 206

tative models of these scenarios are sensitive to detailed assump- 207

tions about the mass and composition of the atmosphere that, in 208

turn, depend on the material equation of state. Using simplified 209

models, Brandeker (2019) showed that the observations up un- 210

til then could indeed be explained by using reasonable assump- 211

tions about the physical properties of the planet, meaning that 212

the asynchronous rotation scenario could not be excluded. 213

Assuming that the planet is rotating asynchronously in the 214

most probable 3:2 spin-orbit resonance, the planet will show the 215

same face only at every second occultation instead of showing 216

the same face every time. That means the two opposite sides will 217

be seen during consecutive occultations. If there are semi-stable 218

surface features — for example, due to volcanic activity — on 219

different sides of the planet, they will show up differently dur- 220

ing alternate occultations. In this case, the observed occultation 221

depths would be expected to highly correlate with the occultation 222

number over a short period, while this correlation could be bro- 223

ken over a longer timescale due to surface changes. The variabil- 224

ity in occultation depths observed by Demory et al. (2016b) can 225

then be attributed simply to the planet showing different faces 226

during occultations. Notably, Tamburo et al. (2018), who con- 227

firmed the Spitzer variability of occultation depths, found the 228

variability to be well fitted by a sinusoidal with a period as short 229

as 2 days, but discarded this solution as being unphysical. How- 230

ever, if the planet is indeed in a 3:2 spin-orbit resonance, it is 231

expected that the period of variability should be equivalent to the 232

synodic period (∼ 35.5 hr), close to the period of 2 days. To fur- 233

ther test this intriguing hypothesis of asynchronous rotation and 234

simultaneously sensitively measure potential atmospheric signa- 235

tures, we designed an observation programme for JWST, which 236

is detailed in the next section. 237

2.2. Observations 238

If the planet is indeed in a 3:2 spin-orbit resonance, it will 239

show two opposite sides in consecutive occultations. Assum- 240

ing that the planetary surface evolves slowly, we would then 241

expect every second consecutive occultation to be strongly cor- 242

related. Enumerating the occultations by orbit number, we thus 243

requested two ‘odd’ and two ‘even’ occultations within a short 244

time-constrained span of two weeks, to rule out significant sur- 245

face evolution within that time. Since 55 Cnc is a very bright IR 246

target (K = 4 mag), avoiding saturation while observing it with 247

JWST is challenging. From pre-launch estimates, our options 248

were essentially limited to a grism time-series mode of the Near 249

Infrared Camera (NIRCam). The proposal was awarded time in 250

JWST Cycle 1 as GO 2084 (Brandeker et al. 2021). The obser- 251

vation log is provided in Table 1. Due to technical difficulties, 252

only three occultations of the programme were observed within 253

the time constraint of two weeks; the fourth was postponed until 254

five months later. Fortunately, a different programme (GO 1952, 255

Hu et al. 2021) that also targeted 55 Cnc had an occultation ob- 256

served in the same instrument mode and within the same first 257

week (Hu et al. 2024). In the following, we thus present an anal- 258

ysis of all five visits. 259

NIRCam offers simultaneous observations in short-wave 260

(SW) and long-wave (LW) channels at 0.6–2.3 µm and 2.4– 261

5.0 µm, respectively. The SW channel allows the use of a weak 262

lens with a filter providing photometric monitoring of the tar- 263
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Table 1. Observation log and wide band occultation depths

Visit Prog. Start date End date Parity Occultation Occultation Brightness Brightness
ID depth at depth at temp. at temp. at

2.1 µm (ppm) 4.5 µm (ppm) 2.1 µm (K) 4.5 µm (K)

1 2084 2022-11-18 14:40:17 2022-11-18 19:15:53 even 47.4+21.0
−15.5 7.0+8.8

−8.8 2417+335
−287 873+167

−187

2 2084 2022-11-20 19:43:08 2022-11-21 00:18:44 odd −5.1+5.5
−6.0 65.2+22.3

−42.2 1247+190
−245 1716+230

−315

3 2084 2022-11-23 00:43:57 2022-11-23 05:19:33 even 37.3+4.7
−4.6 101.4+17.1

−32.4 2234+86
−88 2078+172

−342

4 1952 2022-11-24 11:38:15 2022-11-24 17:28:41 even 36.8+27.7
−32.9 119.2+34.0

−19.0 2302+413
−807 2256+330

−188

5 2084 2023-04-24 11:57:03 2023-04-24 16:32:36 odd 95.9+8.1
−7.9 95.4+13.5

−16.8 3138+107
−107 2016+137

−179

get, while the LW channel provides a spectroscopic mode us-264

ing a grism and a filter. Our observations in the LW channel265

used the F444W filter with a GRISMR element and the RAPID266

readout mode. On the other hand, the WLP4/F212N2 weak267

lens/filter with RAPID readout mode was used in the SW chan-268

nel. Both channels employed the SUBGRISM64 subarray that269

has 2048 columns and 64 rows. This gave us spectroscopic data270

between 3.9–5 µm (centred at around 4.5 µm) in the LW channel271

(or, 4.5 µm channel) and one single photometric data point in a272

narrow-band (2.3%) bandpass at 2.12 µm from the SW channel273

(also referred to as the 2.1 µm channel). Given the brightness of274

the host star, we chose two groups per integration with a total275

integration time of about 1.03 s.276

We used five independent pipelines to reduce and analyse277

the spectroscopic data at 4.5 µm and two different pipelines to278

analyse the SW photometric data. The details of these methods279

are described in Appendix A.280

2.3. Retrieval model and atmospheric scenarios281

We chose two representative independent reductions of occulta-282

tion depth spectra, from stark and HANSOLO pipelines, to per-283

form atmospheric retrieval. Both reductions differ in their treat-284

ment of correlated noise and thus produce slightly different re-285

sults, which was the reason for choosing two different reductions286

for retrieval (see Appendix A for more details).287

To interpret the observational data, we used the open-source288

HELIOS-r2 atmospheric retrieval code (Kitzmann et al. 2020),289

which uses the nested sampling algorithm (Skilling 2004) imple-290

mented in the MultiNest library (Feroz & Hobson 2008). For291

the atmospheric characterisation, we tested four different mod-292

els with varying levels of complexity. The simplest model tries293

to fit the observational data with a flat line, while the second one294

assumes the planet to emit like a pure blackbody of temperature295

Tbb. Since observations by, for example, Ehrenreich et al. (2012)296

and Zhang et al. (2021) rule out the presence of a thick primor-297

dial hydrogen-helium atmosphere, a potential atmosphere has to298

be secondary in nature. There are two essential pathways to cre-299

ate a secondary atmosphere for a hot planet such as 55 Cnc e.300

The atmosphere can either be dominated by outgassing from the301

planetary interior (e.g., Tian & Heng 2024) or be created through302

evaporation of mantle material, or a combination thereof. Thus,303

for the two atmospheric scenarios, we assumed a secondary at-304

mosphere with outgassed carbon monoxide (CO)/carbon diox-305

ide (CO2) (e.g. Heng 2023) or an atmosphere produced by an306

evaporating mantle with a bulk silicate earth composition that307

is composed of silicon oxide (SiO), silicon dioxide (SiO2), and308

magnesium oxide (MgO) (Zilinskas et al. 2022).309

Table 2. Retrieval parameters and prior distributions used for the re-
trieval models.

Parameter Prior
Type Value

Flat line
Occultation depth uniform 0 ppm – 200 ppm
Blackbody
dwl Gaussian see Table 1
Rp/R∗ Gaussian 0.0182 ± 0.0002
Tbb uniform 300 K – 3000 K
Atmosphere
dwl Gaussian see Table 1
Rp/R∗ Gaussian 0.0182 ± 0.0002
psurf log-uniform 10−10 bar – 500 bar
Tsurf uniform 300 K – 3000 K
Tatm uniform 300 K – 3000 K
ξ j uniform 10−10 ≤ x j ≤ 1

Nested sampling allows Occam’s razor (of Ockham 1495) 310

to be enforced via the calculation of the Bayesian evidence (or 311

marginalised likelihood function, see, Trotta 2008, 2017). In 312

practice, this allows us to favour simpler explanations for some 313

of the data (e.g. flat line or blackbody function). To provide good 314

constraints on the Bayesian evidence values, within MultiNest 315

we used 5000 live points (Feroz & Hobson 2008) for each re- 316

trieval calculation. Increasing this value further did not alter the 317

resulting evidence values to a significant degree. 318

The atmosphere was considered to be isothermal with the 319

surface pressure, psurf , as a free parameter in the retrieval model. 320

The atmosphere and surface were allowed to have their own dis- 321

tinct temperatures, Tatm and Tsurf , respectively. 322

The cross sections of CO, CO2, SiO, SiO2, and MgO were 323

taken from Li et al. (2015), Yurchenko et al. (2020), Yurchenko 324

et al. (2022), Owens et al. (2020), and Li et al. (2019), re- 325

spectively. All temperature and pressure-dependent cross sec- 326

tions were calculated with the open-source opacity calculator 327

HELIOS-K (Grimm & Heng 2015; Grimm et al. 2021). 328

The atmospheric composition in the retrieval model was de- 329

scribed through a centred-log-ratio prior that allows a more opti- 330

mised sampling of the parameter space when the dominant back- 331

ground gas is not known (Benneke & Seager 2012). For a given 332

mixture of n gases, the centred-log-ratio conversion (clr) for the 333

mixing ration, x j, of a given molecule, j, in the mixture is given 334

by 335

ξ j = clr(x j) = ln
x j

g(x)
, (1)
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Fig. 1. Detrended occultation light curves from the SW photometric channel (2.1 µm, left panel) and white-light light curves from the LW channel
(4.5 µm, right panel). Only binned data points are shown here. The darker and lighter shades of the points depict even and odd orbital number
parity, respectively. The dates and occultation depth (median and 68-percentile confidence intervals) of the visits are indicated above each plot.
The best-fitted models and models computed from randomly selected posteriors to show the model uncertainties are plotted with thick and thin
lines.
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where g(x) is the geometric mean of all mixing ratios, x:336

g(x) =

 n∏
j=1

x j

1/n . (2)

Due to the constraint that 337

n∑
j=1

x j = 1 or
n∑

j=1

ξ j = 0 , (3)

only n − 1 free parameters were needed in the retrieval. We used 338

uniform priors to produce ξ j values subject to the constraints that 339

min (x) = 10−10 and max (x) = 1 (see Benneke & Seager (2012) 340

for details). We note that the prior boundaries for ξ j depend on 341

the number of molecules in the retrieval and the chosen value of 342

the smallest allowed mixing ratio. 343

For the retrieval of the data from the stark reduction, we 344

performed the calculations on the relative occultation depths. 345

Thus, for these calculations, we needed to add an additional free 346

parameter to the retrieval: the white-light occultation depth, dwl. 347

For these, we used Gaussian priors with the values provided in 348

Table 1. Since HANSOLO reduction provides absolute occultation 349

depths this additional parameter was not needed. Additionally, 350

we binned the data provided by stark which uses the instru- 351

ment’s native resolution to about 30 spectral bins. 352

All of the retrieval parameters for the different models are 353

summarised in Table 2. The empirically calibrated stellar spec- 354

trum of 55 Cnc from Crossfield (2012) was used to trans- 355
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Table 3. Retrieval results for the stark and HANSOLO reductions. Boldface indicates the statistically preferred models.

Model Visit 1 Visit 2 Visit 3 Visit 4 Visit 5
lnZ B lnZ B lnZ B lnZ B lnZ B

stark
Flat line −169.98 e32.3 −148.08 e14.1 −154.10 e16.2 −147.70 e11.8 −135.03 -
Blackbody −159.53 e21.8 −134.26 1.3 −154.33 e16.4 −135.90 - −140.10 159.9
CO, CO2 −137.72 - −133.96 - −147.66 e9.8 −135.96 1.1 −137.48 11.6
SiO, SiO2, MgO −139.56 6.3 −135.17 3.4 −137.90 - −136.71 2.3 −141.01 e6.0

HANSOLO
Flat line −115.19 9.5 −109.72 12.2 −143.00 27.2 −129.95 1.7 −134.64 1.3
Blackbody −112.94 - −107.22 - −139.68 - −129.41 - −134.41 -
CO, CO2 −113.66 2.1 −108.23 2.7 −139.72 1.0 −130.10 2.0 −134.97 1.8
SiO, SiO2, MgO −114.06 3.0 −108.35 3.1 −140.39 2.2 −130.36 2.6 −135.43 2.5

form the emission spectra calculated by the retrieval model to356

wavelength-dependent occultation depths.357

3. Results358

3.1. Wide-band occultation depths359

We used six pipelines to reduce and fit our JWST/NIRCam360

dataset. The methods are described in detail in Appendix A.361

Here, we present results from our primary analysis from the362

stark pipeline (Appendix A.1). A summary of our results, along363

with the observation log, is tabulated in Table 1.364

Our main finding is the strong variability in occultation365

depths. The white-light occultation depths (computed by fitting366

an occultation model to the band-averaged occultation time se-367

ries) at 4.5 µm are highly variable even during the short timescale368

of a week (Table 1). During the time span of 6 days (8 planetary369

orbits), the measured occultation depths at 4.5 µm continuously370

increased from basically non-detection in Visit 1 (7 ± 9 ppm)371

to 119+34
−19 ppm in Visit 4. The occultation depth from our fi-372

nal visit (Visit 5), observed 5 months after the other visits, is373

∼ 95 ± 16 ppm and consistent with the depths from Visits 3 and374

4 but differs significantly from the depths from Visit 1 and 2.375

Fig. 2 shows occultation depths as a function of time, illustrat-376

ing this point. The best-fitted occultation models along with the377

de-trended data are shown in Fig. 1 for all visits.378

We used an empirically calibrated stellar spectrum of 55 Cnc379

from Crossfield (2012), stellar and planetary parameters from380

Bourrier et al. (2018a), and the NIRCam response function1 to381

compute brightness temperatures using the measured white-light382

occultation depths at 4.5 µm. As is shown in Table 1, the bright-383

ness temperature changes significantly from 873 K to 2256 K384

within a week. Notably, the brightness temperature almost dou-385

bled from Visit 1 to 2; that is, after only three planetary orbits.386

Similarly, the 2.1 µm channel occultation depths are also387

variable. Within a week, the 2.1 µm occultation depths remained388

almost constant at around 40 ppm for Visits 1, 3, and 4, while389

we found a non-detection of occultation for Visit 2 that was ob-390

served between Visit 1 and 3 (see, Fig. 2). However, the final391

observation that was taken 5 months later (Visit 5) shows a sig-392

nificantly higher occultation depth of 96±8 ppm, which is almost393

equal to the depth observed at 4.5 µm in the same epoch. The cor-394

responding brightness temperatures varies significantly between395

1247 K and 3138 K (see, Table 1). Interestingly, there is no cor-396

relation between the occultation depth variability observed at 2.1397

and 4.5 µm (Fig. 2). Fig. 1 present the de-trended SW data with398

best-fitted models.399

1 http://svo2.cab.inta-csic.es/theory/fps/

The variability, plotted in Fig. 2, is clearly not correlated with 400

the parity of the orbit number. Occultation depths are also vari- 401

able between occultations from orbits of the same parity; for in- 402

stance, in even (Visits 1, 3, and 4) or odd (Visits 2 and 5) visits. 403

The rapid variability thus cannot be explained by simply alter- 404

nating between two sides of the planet. This does not rule out 405

the planet rotating asynchronously but does mean that an expla- 406

nation for the rapid variability has to be found elsewhere. 407

All visits showed various degrees of significant correlated 408

noise of unknown origins, in both the 2.1 and 4.5 µm chan- 409

nels. The leftover correlated noise can be seen in Fig. 1 and 410

are also quantified in the Allan deviation plots in Fig. A.3. We 411

performed an injection-retrieval test to estimate proper uncer- 412

tainties on occultation depths in the presence of correlated noise 413

(see, Sec. A.1.1). We report uncertainties from this analysis in 414

Table 1. We, however, found that various methods to account 415

for correlated noise could somewhat change the results of occul- 416

tation depths and emission spectra (see, Appendix A for more 417

details). 418

3.2. Occultation depth spectra and atmospheric retrieval 419

We computed the relative occultation depth spectra, as is out- 420

lined in Appendix A.1, using the stark reduction, and the abso- 421

lute occultation depth spectra from the HANSOLO pipeline, as is 422

described in Appendix A.4. Since different methods of handling 423

the correlated noise could lead to different results, we chose 424

to perform atmospheric retrieval analysis on results from two 425

pipelines, stark and HANSOLO, which use two representative 426

techniques to deal with the correlated noise (see, Appendix A 427

for details). The occultation depth spectra, shown in Fig. A.1, 428

are also variable from visit to visit and do not show any consis- 429

tent spectral features. 430

3.2.1. Summary of the retrieval results 431

The retrieval results for the two different reductions across all 432

five visits and for the four different model scenarios described in 433

Sect. 2.3 are summarised in Table 3. The table shows the result- 434

ing Bayesian evidence values lnZ and the Bayes factors, B, with 435

respect to the models with the highest likelihood value. The for- 436

mer are marked in bold for every visit. Fig. 3 additionally shows 437

the posterior spectra for all models, visits, and reductions. The 438

detailed posterior distributions for all atmospheric retrievals can 439

be found in Figs. 4 and 5, as well as in Appendix C. 440

The results presented in Table 3 suggest that for the HANSOLO 441

reduction, the planetary blackbody model is always the preferred 442
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Fig. 3. Posterior spectra for all model scenarios and visits. The left column shows predicted occultation depths in the shortwave channel. The black
data points indicate the observed value, while diamonds represent the retrieval results for the HANSOLO reduction and squares refer to the outcome
for the stark. The vertical error bars represent the 1-σ confidence intervals. The middle column shows the posterior spectra for stark, while the
column on the right-hand side displays the corresponding results for HANSOLO. Solid lines refer to the median spectra from the posterior sample,
while the shaded areas correspond to the 1-σ intervals. We note that the retrievals for the stark reductions were made for relative occultation
depths, i.e. the mean occultation depths in the middle column are close to zero.

model. This is likely caused by the relatively large errors of the443

reduction that results in the retrieval favouring a simpler model444

as can clearly be noticed in the spectra shown in the right column445

of Fig. 3.446

However, for most visits, the preference for the simple black-447

body model is not statistically significant. The more complex448

atmospheric scenarios usually have a Bayes factor of less than449

three, which suggests that they are essentially equally likely. For450

the first three visits, a flat-line fit to the measured spectrum is ef-451

fectively ruled out by the Bayesian evidence. The last two visits,452

on the other hand, can be fit with any of the four models. There453

seems to be little statistical preference for any of the different454

modelling scenarios.455

The results for the stark reduction show a much broader456

range of different models that are statistically preferred. As is457

suggested by Table 3, the first visit strongly prefers a CO/CO2458

atmosphere, and the second visit can be explained by either a459

CO/CO2 atmosphere, a planetary blackbody, or a siliciate vapour 460

atmosphere, while the third model overwhelmingly prefers the 461

SiO/SiO2 scenario. The fourth visit is consistent with a planetary 462

blackbody spectrum, as well as an atmosphere with CO and CO2, 463

or SiO, SiO2, and MgO. Finally, the last visit strongly prefers a 464

flat-line model. 465

3.2.2. Detailed posterior distributions 466

Detailed posterior distributions for the preferred model from the 467

stark reduction of Visit 1 (CO and CO2) and Visit 3 (SiO, SiO2, 468

and MgO), where atmospheric models are favoured, are shown 469

in Figs. 4 and 5. The posterior distributions for the first visit re- 470

veal a bimodal distribution for the surface pressure, psurf , and 471

the abundances of CO and CO2. As the two-dimensional cor- 472

relation plots suggest, the surface pressure has a solution with 473

a very low value of about 10−6.5 bar that is dominated by CO in 474
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Fig. 4. Posterior distributions of the free
parameters for the first visit, representing
the CO/CO2-atmosphere scenario. Results are
shown for the stark reduction. We note that
ξCO2 is not a free parameter in the retrieval but
was calculated during a postprocess procedure
following the requirement that in each posterior
sample the sum of all ξ values must be zero.

composition, as well as a higher-pressure mode at about 10−3 bar475

that contains mostly CO2. For comparison, if the outgassing flux476

were to be balanced by flux-limited atmospheric escape then477

the implied surface pressure is ∼ 10−7 bar (Heng 2023). At478

about 2000 K, the atmosphere temperature is much warmer than479

the retrieved temperature for the surface. It is also important to480

note that the posterior distribution for the white-light occultation481

depths, dwl, is shifted from its prior value of 7 ± 9 ppm, though482

they are both still within their 1-σ intervals.483

The posterior distribution for the SiO/SiO2/MgO model484

shown in Fig. 5 for the third visit, on the other hand, exhibits485

a unimodal pressure distribution with a median value of about486

0.1 bar. Here, the atmosphere is clearly dominated by SiO2, with487

only an upper limit for SiO and essentially no constraints on488

MgO. The posterior spectra shown in Fig. 3 clearly show the489

drop-off in the occultation depth near a wavelength of 4.8 µm490

caused by SiO2. Just like in the previous CO/CO2 scenario for491

Visit 1, the retrieved atmosphere temperature is again much492

higher than the one of the surface.493

3.2.3. Blackbody temperatures494

The resulting posterior distributions of the blackbody tempera-495

ture models are shown in Fig. 6 for all visits and the two differ-496

ent reductions. In the case of the HANSOLO reduction, the black-497

body is always the preferred model according to the Bayesian498

evidence, though, as was previously mentioned, this preference499

is statistically not very significant.500

As the distributions depicted in the figure suggest, the tem- 501

peratures retrieved from the HANSOLO observational data are 502

found in two different clusters. A low-temperature mode near 503

750 K is found for Visits 1 and 2 and a second one at about 504

1200 K to 1300 K for the other three visits. The temperatures are 505

quite well constrained with 1-σ intervals usually in the range of 506

about ±100 K, despite the rather large errors on the observational 507

data points (see Fig. 3). 508

For stark, the temperatures are clustered much closer to- 509

gether around a mean temperature of 1500 K, in comparison 510

to the HANSOLO reduction; however, these temperatures are less 511

well constrained, with 1-σ intervals typically covering a range of 512

several 100 K. This is likely caused by the white-light occulta- 513

tion depths that are directly correlated with these temperatures. 514

Following Table 1, they have in general quite large associated 515

errors that translate into less well-constrained temperatures. 516

3.2.4. Surface pressures 517

For the two model scenarios that involve atmospheres, we also 518

retrieved the surface pressure. For the CO/CO2 model, the corre- 519

sponding posterior distributions are shown in Fig. 7, while those 520

for the SiO/SiO2/MgO scenario are shown in Fig. 8. 521

In general, the HANSOLO reduction only weakly constrains 522

the surface pressure with posteriors that usually cover the entire 523

prior range of the pressure from 10−10 bar to 500 bar. The poste- 524

rior distributions seem to be essentially bimodal for almost every 525

visit, with a very low-pressure mode and a high-pressure one. 526

These more or less unconstrained pressures are the result of the 527
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Fig. 5. Posterior distributions of the free parameters for the third visit, representing the SiO/SiO2/MgO-atmosphere scenario. Results are shown
for the stark reduction. We note that ξMgO is not a free parameter in the retrieval but was calculated during a postprocess procedure following the
requirement that in each posterior sample, the sum of all ξ values must be zero.

rather large errors of the observational data from the HANSOLO528

reduction. Those make it difficult to provide good constraints for529

actual atmospheric models.530

For the stark reduction, the results are more diverse. Some531

visits seem to result in very well-constrained surface pressures.532

This includes Visits 1 and 5 for the CO/CO2 model (see upper533

panel of Fig. 7) and Visits 1 and 3 for the SiO/SiO2/MgO case534

(see upper panel of Fig. 8).535

Other visits show the same behaviour as for the HANSOLO536

reduction: rather unconstrained surface pressures with usually537

a bimodal posterior distribution. Even though not very visible538

in Fig. 7, the posterior distribution for Visit 1 is also bimodal539

in shape, with a smaller, high-pressure mode of an atmosphere540

dominated by CO2, as discussed above.541

We note that our retrieved surface pressures differ from the542

one reported by Hu et al. (2024), which corresponds to our Visit543

4 and is based on the JWST program by Hu et al. (2021). How- 544

ever, given that even the two reductions of the same data in our 545

study produce different results regarding the atmospheric prop- 546

erties, this is not too surprising. Furthermore, Hu et al. (2024) 547

employed a different retrieval approach. This includes not using 548

the white-light eclipse depths of the NIRCam data, imposing a 549

lower limit on the surface temperature and allowing for a non- 550

radiatively interacting background gas. The latter assumption es- 551

pecially will affect the posterior distributions of the surface pres- 552

sure. 553

3.2.5. Surface and atmosphere temperatures 554

For the CO/CO2 model, we present the posteriors for the sur- 555

face and atmosphere temperatures in Fig. 9. As is discussed in 556

Sect. 2.3, we have allowed these two temperatures to have dis- 557
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Fig. 6. Retrieved temperatures for all five visits using the blackbody
model. Top panel: Results for the stark reduction. Bottom panel:
HANSOLO.
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Fig. 7. Surface pressure posterior distribution from the CO/CO2 model
for all five visits. Top panel: Results for the stark reduction. Bottom
panel: HANSOLO.
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tinct values. We only present the posteriors for the stark re-558

duction since, as was shown above, the HANSOLO one does not559

provide good constraints on the atmospheric properties.560

Just like the surface pressure, the temperatures are rather well561

constrained for some visits, such as the surface temperatures for562

Visits 4 and 5. Observational data from other visits yield much563

broader distributions, such as Visit 2, some of which also seem564

to possess a bimodal shape or only provide upper limits.565

Visit 1 is the only case where the atmosphere seems to have566

a distinctly higher temperature than the surface. For other visits,567

this trend is less clear. For example, Visit 5 yields a very high sur-568

face temperature but the atmospheric one is less well constrained569

and only seems to provide an upper limit that is roughly equal570

to the surface temperature. In the case of Visit 3, this situation is571

reversed. Here, the atmosphere temperature is constrained with a572

median value of roughly 1400 K, while the surface temperature573

only has an upper limit of about the same value.574

4. Interpretation of observations575

As was mentioned in Sect. 2.1, if the variability in the emis-576

sion from the planet is caused by the planet showing different577

faces during consecutive occultations, we would expect the oc-578

cultation depth to be correlated with the orbit number. However,579

Fig. 2, which plots the occultation depths as a function of or-580

bit number, shows that this is not the case. This means that the581

observations give no support for a 3:2 spin-orbit resonance be-582

ing the root cause for the variability. It is still possible that the583

planet is trapped in some higher-order spin-orbit resonance, but584

to show this by establishing a pattern would require many more585

occultation observations than we currently have.586

There are several hypotheses that could potentially explain587

the full or part of the observations. We outline two such mod-588

els in the subsections below: a transient outgassing atmosphere589

model and a circumstellar material supported by the volcanism590

model. Moreover, the NIRCam data also constrain the presence591

of spectral features from a mineral atmosphere resulting from a592

purported lava ocean, as is described in Sect. 4.1 below.593

4.1. Constraints on silicate atmosphere on 55 Cnc e594

Being in proximity to its host, the substellar temperature on595

55 Cnc e can reach > 2000 K. The surface of the planet at such596

a high temperature is expected to be molten if there is no at-597

mosphere on the planet. A molten surface on the planet could598

then produce a thin rock vapour atmosphere on the planet.599

Zilinskas et al. (2022) recently calculated self-consistent mod-600

els of outgassed atmospheres for all USPs at the time. They601

solved the radiative transfer equations along with equilibrium602

chemistry models for the outgassed atmosphere to compute603

temperature-pressure profile and emission spectra. They showed604

that gases such as SiO, SiO2, Na, and MgO are some of the main605

constituents of these outgassed atmospheres. Their models for606

55 Cnc e2 are shown in Fig. 10 overplotted with our observa-607

tions. The models assume bulk silicate (oxidised) Earth (BSE)608

composition for the planet with unevolved and evolved surface609

with 80% outgassed efficiency (evolved BSE composition).610

All of their models with different outgassing efficiencies pre-611

dict occultation depths of 70–80 and 145–150 ppm for NIRCam612

2.1 and 4.5 µm channels. As is depicted in Fig. 10, these val-613

ues are larger compared to our observations. Some occultation614

2 All models are publicly available at https://github.com/
zmantas/LavaPlanets
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Fig. 10. Theoretical models of evaporating lava atmospheres for
55 Cnc e from Zilinskas et al. (2022). Two models are for bulk-silicate
composition (in yellow) and for evolved bulk-silicate composition
(in purple). Also overplotted are photometric occultation depths from
2.1 µm channel (in blue) and white-light occultation depths for 4.5 µm
channel (in maroon). The blue and maroon points are slightly spread
in wavelength near their bandpasses to avoid overlap. We show the two
bandpasses corresponding to both of these channels. The black points
show the predicted occultation depths for both NIRCam bandpasses
with different shapes representing bulk-silicate (stars) and evolved bulk-
silicate (squares) compositions.

depths are, however, consistent with models at 1–3σ. One oc- 615

cultation depth at 2.1 µm in Visit 5 produces a larger depth com- 616

pared to the models. This hints towards a lack of SW absorbers 617

such as SiO and/or SiO2 from the atmosphere that are responsi- 618

ble for thermal inversion and, in turn, larger occultation depths 619

in NIRCam bandpasses. Indeed, only one visit (Visit 3) favoured 620

the SiO/SiO2/MgO model in the retrieval analysis. The band- 621

averaged occultation depth for this visit at 4.5 µm agrees with 622

the model prediction (145 ppm for BSE case) at 2.4σ. However, 623

the SW occultation depth in this visit is inconsistent with the 624

model prediction at 7σ. We here note that Hu et al. (2024) found 625

that the occultation depths in the MIRI bandpass are significantly 626

lower than what is predicted by Zilinskas et al. (2022) models, 627

and thus do not support the presence of the silicate-rich atmo- 628

sphere. 629

At the same time, lower occultation depths in the NIRCam 630

bandpasses could imply the presence of a gaseous species that 631

have opacity sources in our NIRCam bandpasses. Alternatively, 632

the lower occultation depths, translated into lower brightness 633

temperatures, suggest a thick atmosphere with a strong heat re- 634

distribution (e.g., Hammond & Pierrehumbert 2017). The esti- 635

mated day-side brightness temperatures (see, Table 1) at 4.5 µm 636

(Table 1) in all visits are smaller than the expected day-side tem- 637

perature3 of 2537 K indicating the presence of heat transfer. In 638

either case, our observations seem to indicate the existence of 639

volatiles in the atmosphere of 55 Cnc e. However, it is still chal- 640

lenging to explain the very large occultation depth (and, thus, 641

hot brightness temperature — 3138 K; see, Table 1) observed at 642

2.1 µm in Visit 5. 643

4.2. Constraints on an outgassed secondary atmosphere 644

Heng (2023) previously suggested that a transient, outgassed 645

secondary atmosphere is capable of simultaneously explaining 646

3 Computed using Tday = T?

√
R?
a (1 − AB)1/4 f 1/4, while using zero

bond albedo and the heat redistribution factor, f = 2/3, for a bare rock
with no heat redistribution (Burrows 2014; Koll et al. 2019).
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the observed variability of 55 Cnc e in both the optical/visible647

and IR range of wavelengths. Specifically, atmospheres of sev-648

eral tens of bars of pure carbon monoxide (CO) are capa-649

ble of producing occultation depths of about 21 ppm in the650

CHEOPS and TESS bandpasses, which are consistent with most651

of the occultation depths measured by CHEOPS (Meier Valdés652

et al. 2023) and TESS (Meier Valdés et al. 2022). However, a653

change in atmospheric surface pressure of several tens of bars654

through loss processes or outgassing over the observed variabil-655

ity timescale in the CHEOPS data is difficult to explain. Such656

outgassed atmospheres are incapable of producing occultation657

depths as high as ≈ 40–50 ppm, which were measured thrice in658

Fig. 3 of Meier Valdés et al. (2023). Similarly, they cannot pro-659

duce phase variations as high as 110 ppm as measured by MOST660

(Sulis et al. 2019). It cannot be ruled out that these anomalously661

high occultation depths are associated with stellar activity.662

For the first data reduction (stark), the outgassed atmo-663

sphere with CO and CO2 is associated with the highest Bayesian664

evidence in Visits 1 and 2. Bayesian model comparison does not665

disfavour this interpretation of Visit 4 as well. Fig. 4 shows the666

interpretation of the spectrum from Visit 1 using a CO+CO2 at-667

mosphere. For Visit 3, a silicate-vapour atmosphere is strongly668

preferred over an outgassed atmosphere (with the logarithm of669

the Bayes factor being 9.8; Fig. 5). For the more conservative670

second data reduction (HANSOLO), the retrieval associated with671

the highest Bayesian evidence is a blackbody curve over all 5672

visits.673

The simplest interpretation of the spectra is using a black-674

body curve, which is consistent with the data in Visits 2 and 4 of675

the stark reduction and all five visits of the HANSOLO reduction.676

Fig. 6 shows the posterior distributions of the blackbody tem-677

perature. For Visits 2 and 4 of the stark reduction, the black-678

body temperature is broadly between 1500 K and 2000 K. Note679

that a blackbody curve does not automatically imply that one is680

probing a bare rocky surface, since an optically thick, isothermal681

atmosphere may also produce a blackbody curve (Heng 2023).682

For the HANSOLO reductions, the blackbody temperature is about683

750 K for Visits 1 and 2 and increases to about 1250 K for Vis-684

its 3, 4, and 5 over a period of about 2.2 days (between Visits685

2 and 3). Such a duration is not inconsistent with the radiative686

timescale, which is under an Earth day for ∼ 1 bar atmospheres687

(Heng 2023). If 55 Cnc e has a bare rocky surface and negligible688

albedo, then its temperature would be the equilibrium tempera-689

ture of about 2000 K. If we take these blackbody temperatures690

(750 K and 1250 K) seriously, then it implies that the observa-691

tions are not probing a bare rocky surface that has reached a692

steady state with the stellar instellation, unless one assumes im-693

plausibly high surface albedos.694

If we focus on the interpretation of the spectra using CO-CO2695

atmospheres, then Figs. 7 and 9 show the posterior distributions696

of surface pressures, atmospheric temperatures and surface pres-697

sures. For the HANSOLO data reductions, the surface pressure is698

unconstrained. For Visits 1, 2 and 4 of the stark reduction, the699

inferred surface pressure is ∼ 1 µbar. The surface temperature is700

∼ 1000 K, which is only possible if the surface has not come to701

radiative equilibrium with the stellar instellation because of the702

presence of an atmosphere. The atmospheric temperature jumps703

from ∼ 2000 K to ∼ 2500 K to ∼ 1500 K from Visits 1 to 2704

to 3. While this is not implausible because of the short radiative705

timescales, we do not have a mechanism to explain how and why706

this happens.707

4.3. Whether a circumstellar inhomogeneous dusty torus can 708

explain variability 709

Two of our observations, Visit 1 at 4.5 µm and Visit 2 at 2.1 µm, 710

show occultation depths that are consistent with zero at 1-σ. 711

These non-detections are challenging to explain with any kind of 712

atmospheric phenomena. Moreover, the occultation depths ob- 713

served at 2.1 µm and 4.5 µm are not correlated with each other 714

(Fig. 2), which potentially hints towards different origins of vari- 715

ability in different wavelength channels. 716

A grey absorber could explain the optical and 2.1 µm chan- 717

nel variability. A natural candidate for this grey absorber is a 718

circumstellar dust torus (Sulis et al. 2019; Meier Valdés et al. 719

2023). The progenitor of the dusty torus could be the volcan- 720

ism on 55 Cnc e developed by the extreme tidal heating akin to 721

Io (e.g., Oza et al. 2019b; Gebek & Oza 2020). The most com- 722

mon gases from volcanism seen on the Earth, Io, and Venus, 723

such as SO2, CO2, generate a tenuous atmosphere on the planet. 724

Volcanism, supported by significant tidal heating, is expected to 725

expel a prodigious quantity of dust grains into the upper atmo- 726

sphere, which ultimately escape the planet’s gravitational sphere 727

of influence due to impinging stellar ions. Upon escape, such a 728

mechanism may eventually generate a patchy, circumstellar dust 729

torus, which has been shown to be sufficiently opaque in visible 730

light to produce optical variability (Meier Valdés et al. 2023). 731

Volcanic gases are additional non-trivial sources of opacity in 732

our NIRCam 4.5 µm channel. Analytical models showed that an 733

optically thin (e.g., Gebek & Oza 2020) SO2 atmosphere with a 734

range of pressures can produce the IR variability observed with 735

Spitzer. Since the Spitzer/IRAC bandpass at 4.5 µm and our NIR- 736

Cam/F444W bandpass have a large overlap in wavelength, it re- 737

mains a possibility that a similar thin SO2 (or any other volcanic 738

gases, such as CO2, which also absorbs at 4.5 µm) atmosphere 739

with several tens of µbar could explain the observed variability 740

in our NIRCam dataset. To evaluate this idea in detail is however 741

beyond the scope of the present work and instead planned for an 742

upcoming publication (Oza et al., in prep.). 743

The variability at 2.1 µm is difficult to explain with a thin at- 744

mosphere consisting volcanic gases such as SO2 or CO2 since 745

they do not have significant opacity in the 2.1 µm bandpass. In- 746

stead, the dust grains present in the torus could be a cause of 747

this variability, which was also hypothesised by Meier Valdés 748

et al. (2023). If the grain size is larger than 0.3 µm from the 749

size range of 0.1–0.7 µm discussed in Morris et al. (2021) and 750

Meier Valdés et al. (2023), the particles will be opaque in the 751

2.1 µm channel, but transparent in the 4.5 µm channel. Although 752

many Earth-like dust species do not survive long enough in the 753

circumstellar environment, dust made of quartz, silicon carbide 754

and graphite can survive a significant fraction of an orbit to gen- 755

erate a patchy torus (Meier Valdés et al. 2023). Following the 756

same formalism from Meier Valdés et al. (2023), the mass loss 757

needed to account for the maximum change in occultation depth 758

(95.9 ppm, in visit 5) 2.5–5.7 × 106 kg s−1 is within a factor of 759

two of the maximum escape rate derived by CHEOPS, reported 760

to be as large as ∼ 2.9 × 106 kg s−1 (Meier Valdés et al. 2023). 761

If the particle size is larger than 0.7 µm, they can, in principle, 762

even explain the variability at 4.5 µm channel. However, the non- 763

correlation of occultation depths at 2.1 µm and 4.5 µm channels 764

suggests that although the two sources may be linked, they are 765

indeed distinct absorbers; for example, grains and gas at 2.1 and 766

4.5 µm, respectively, as was mentioned above. However, the ef- 767

fect of the dust torus on the transit observations is yet to be found 768

observationally. In particular, if the dust escape happens during 769

a transit event, dust could float in the Hill sphere of the planet or 770
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form a comet-like tail (e.g., Brogi et al. 2012). Both processes771

should affect the transit light curve in the form of a significantly772

large transit depth and an asymmetric transit shape, respectively,773

unless dust very quickly leaves the vicinity of the planet.774

It is unknown what escape mechanism is currently operating775

at 55 Cnc e, and therefore more phase curve observations, espe-776

cially at shorter wavelengths where Si in the dust have emis-777

sion lines, are needed to monitor the variability. Multiple phase778

curves would scan the whole circumstellar region over time to779

determine the location of the dusty torus and how it evolves,780

helping in a better understanding of the escape mechanism and781

thus variability. However, based on its close proximity several782

mechanisms including canonical photoevaporation and boil-off783

(Affolter et al. 2023) are able to reproduce the estimated es-784

cape rate. For close-in rocky bodies like 55 Cnc e, more ener-785

getic plasma escape mechanisms including ion-neutral interac-786

tions such as atmospheric sputtering (Oza et al. 2019b; Meyer787

zu Westram et al. 2024), which, similar to Io, drive a feedback788

process sourced by the melting and degassing of the rocky body789

itself via induction-heating (Lanza 2021) and two body tidal-790

heating (Oza et al. 2019a; Quick et al. 2020; Charnoz et al.791

2021).792

The aforementioned escape mechanisms are source-limited793

by geological activity and expected to vary on orbital timescales794

in phase-curve observations (Meyer zu Westram et al. 2024).795

Source-limited implies that the escape rate is ultimately limited796

by the outgassing rate below the escape layer, such that if the797

supply rate were zero, escape would not occur. Effectively, the798

discussed energetic escape mechanisms naturally generate ex-799

tended neutral and grain clouds that provide a toroidal opacity800

source in the circumstellar environment.801

4.4. Whether stellar activity can cause the occultation depth802

variability803

Stellar activity can, in principle, cause the occultation depth vari-804

ability of 55 Cnc e. Demory et al. (2023) checked whether stellar805

granulation could explain the optical occultation depth variabil-806

ity found with CHEOPS. They, however, rejected stellar activity807

as a source of variability due to very low occultation depths in808

some visits and their detection of a sinusoidal temporal trend of809

the variability. Furthermore, the photometric monitoring of the810

star for about 11 years in the optical from the ground revealed811

a photometric variability of 0.006 mag which is too small to ex-812

plain the ∼ 50 ppm occultation depth variability observed with813

CHEOPS (Fischer et al. 2008; Demory et al. 2023). The stel-814

lar activity signal is expected to decrease at longer wavelengths.815

This means that it is challenging to explain IR variability with the816

photometric variation of mmag level observed by Fischer et al.817

(2008) in the optical. Moreover, the activity has to happen every818

instance during the short time window around the occultation,819

which is improbable. In any case, the inflation of uncertainties820

with the injection-retrieval method accounts for any noise, in-821

cluding the correlated noise. The fact that the maximum differ-822

ence in the occultation depths is significant even with inflated823

uncertainties suggests that the origin of the occultation depth824

variability is not related to the star.825

5. Conclusions826

We obtained time on JWST/NIRCam to study the day-side827

emission variability of 55 Cnc e (GO 2084: PI Brandeker and828

GO 1952: PI Hu). In particular, we test the hypothesis that829

55 Cnc e is in a 3:2 spin-orbit resonance, thus showing different830

faces at every occultation and thereby explaining the observed 831

day-side variability and also the hot-spot displacement from the 832

sub-stellar location. The prediction was that this would result in 833

occultation depths highly correlated with their orbital number 834

parity, at least over short timescales. 835

We observed five occultations of 55 Cnc e in two wavelength 836

bands, or channels, a spectroscopic band at 4.5 µm and a single 837

photometric band at 2.1 µm. Four of them are observed within a 838

week, that is, in the duration of eight planetary orbits, while the 839

last was observed after five months. We analysed the data using 840

six different pipelines. Our main finding is that the occultation 841

depths change strongly, from a non-detection to 100 ppm, and 842

rapidly (within a week). The variability is however not observed 843

to correlate with the occultation number parity, implying that a 844

planet 3:2 spin-orbit resonance is not the reason for its variabil- 845

ity. The variability is observed in both 2.1 and 4.5 µm channels, 846

but is curiously not correlated between channels. The estimated 847

brightness temperature at 4.5 µm varies between 873 K – 2256 K. 848

These values are less than the predicted day-side temperature in 849

case of zero heat redistribution and zero albedo, 2537 K, which 850

hints at the presence of a planetary atmosphere enabling the heat 851

redistribution. 852

The spectroscopic data at 4.5 µm is affected by correlated 853

noise of unknown origin. Although the results from different 854

reductions overall agree well with each other, there are sev- 855

eral differences in white-light occultation depths and emission 856

spectra that can be attributed to different treatments of corre- 857

lated noise. We select two representative reductions, stark and 858

HANSOLO, to perform atmospheric retrieval. Our atmospheric 859

retrieval was performed using two simple atmospheric models 860

containing an isothermal atmosphere made up of either CO/CO2 861

or SiO/SiO2/MgO. Additionally, we also tested a blackbody 862

model and a flat line model with no atmospheric features. Re- 863

trievals performed with HANSOLO results mainly favour a black- 864

body model owing to larger error bars on the occultation depths. 865

However, other models with CO/CO2 or SiO/SiO2/MgO were 866

not discarded either, statistically. The retrievals with stark pre- 867

fer CO/CO2 atmospheres in at least two visits, SiO/SiO2/MgO 868

atmosphere in one visit and blackbody and flat line models in 869

the remaining two visits. The CO/CO2 atmosphere could be gen- 870

erated from outgassing of the surface (e.g., Heng 2023). The 871

outgassing could be stochastic and thus can potentially explain 872

the variability. As already advocated by Heng (2023), simultane- 873

ous observations in the optical and IR are needed to corroborate 874

(or refute) the presence of a transient outgassed CO/CO2 atmo- 875

sphere. 876

The occultation depth variability in the 2.1 µm channel, espe- 877

cially its uncorrelated behaviour with its 4.5 µm channel counter- 878

part, is challenging to explain with a simple atmospheric model. 879

It is possible that the variability seen at 2.1 µm and that at 4.5 µm 880

have different origins. A circumstellar inhomogeneous cloud of 881

dust could potentially describe the variability at 2.1 µm. Vol- 882

canism induced by extreme tidal heating of 55 Cnc e could be 883

a natural source of dust in the atmosphere of the planet which 884

would eventually escape the planet and generate a patchy dusty 885

torus in the circumstellar environment. The presence of dust in 886

the circumstellar environment could also be helpful in the inter- 887

pretation of several non-detection of occultation depths found in 888

our observations as it could hide our view of the planet. More 889

observations at shorter wavelengths, for example, in ultraviolet, 890

would help to more strongly constrain the presence of a circum- 891

stellar patchy dust torus. Simultaneous observations in near and 892

mid-IR around 4 and 8 µm where volcanic gases CO2/SO2 have 893

opacity would be helpful in constraining their presence. Such 894
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multiple observations in the optical and IR would not only con-895

strain the presence of a circumstellar dust torus and atmosphere896

on the planet but also probe how these components evolve with897

time, essentially distinguishing both scenarios discussed in this898

work.899

While we do find a hint of an atmosphere on the planet in900

at least some visits, corroborating Hu et al. (2024), the simple901

picture of a static atmosphere cannot explain all observational902

features. A more complex model, including an outgassed atmo-903

sphere, circumstellar material, and perhaps dynamical processes904

in the atmosphere, would probably be needed to explain the en-905

tire range of observations. Moreover, given the strong variabil-906

ity of the system, simultaneous multi-wavelength observations907

would go a long way to distinguish between possible explana-908

tions and help probe the true nature of 55 Cnc e.909
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Appendix A: Data analysis methods1083

This section details six independent methods of analysing the1084

JWST/NIRCam data. In Table A.1, we summarise the white-1085

light occultation depths between about 4 and 5 µm (see, below1086

for exact wavelength range for different methods) and photomet-1087

ric occultation depths at 2.1 µm. Figure A.1 compares the rela-1088

tive occultation depth spectra for all visits from different meth-1089

ods. It can be seen from Fig. A.1 and Table A.1 that the re-1090

sults obtained with various independent analysis methods over-1091

all agree with each other, however, there are some differences1092

which could be attributed to the different handling of correlated1093

noise in the data. For example, HANSOLO reduction uses Gaus-1094

sian processes (GP) to model the correlated noise and thus pro-1095

duces results, white-light and spectroscopic occultation depths,1096

that are the most distinct from the rest of the methods. On the1097

other hand, reduction methods from, for example, stark, inflate1098

error bars on occultation depths to account for correlated noise.1099

We use results from HANSOLO and stark as two representative1100

methods in our atmospheric retrieval analysis and interpretation.1101

We describe each analysis method below.1102

A.1. stark1103

As described in Sect. 2.2, the observations were carried out us-1104

ing NIRCam grism timeseries observing mode, which has two1105

channels, an LW spectroscopic channel (at 4.5 µm) and an SW1106

photometric channel (at 2.1 µm). We analysed both datasets with1107

our pipeline.1108

A.1.1. Long-wave data analysis1109

We downloaded uncalibrated data files (uncal files) from the1110

MAST archive and used the official jwst pipeline to produce1111

calibrated files from them. We ran Stage 1 of the jwst pipeline1112

on the uncal files with some modifications. The main change1113

in Stage 1 is that we skipped the dark current step and jump1114

step. This is justified because the dark current level in NIRCam1115

detectors is low. Furthermore, since our observations were car-1116

ried out using only two groups per integration, the jump step1117

would become obsolete. Once we have rateints data from1118

Stage 1 processing, we replace all NaN values in data and er-1119

ror arrays with average values of their neighbouring pixels. We1120

add these pixels to the default bad-pixel map generated by the1121

jwst pipeline. We performed a column-by-column and row-by-1122

row background subtraction to reduce 1/ f noise from the data. In1123

this process, we subtracted a median of background pixels from1124

each row while we fitted a line to the column background pix-1125

els and subtracted the estimated background from each column1126

pixel. We then searched for cosmic ray events in the data file1127

by comparing each frame with a median frame. We replaced all1128

detected events with the mean of neighbouring pixels. However,1129

we added these events to the bad-pixel map in the end. We did1130

not run Stage 2 of the jwst pipeline because it does not change1131

the science images.1132

Once we have corrected timeseries data, we used an open-1133

source package stark4 to extract spectra. stark fits one and1134

two-dimensional splines to the spectral data to find a robust es-1135

timate of PSF (point spread function) which can later be used1136

to extract the spectrum. Before spectral extraction, we computed1137

the location of the spectral trace using the centre-of-flux method.1138

We found that the location of the trace on the detector remains1139

4 https://stark-package.readthedocs.io/en/latest/

extremely stable and varies only within 0.03 pixels. To estimate 1140

the stellar spectrum, we first need to compute the stellar PSF, 1141

which we did by fitting splines to the data. As a first approxima- 1142

tion, we assume that the PSF does not change with wavelength 1143

and with time, so we fitted a 1D spline to the data as a function 1144

of distance from trace (known as pixel coordinates). This is a 1145

poor assumption because while the PSF stays constant in time, it 1146

varies significantly with wavelength. We improved our PSF es- 1147

timate by fitting a 2D spline to the data as a function of pixel 1148

coordinates and wavelength. This robust PSF is then used to find 1149

stellar timeseries spectra. We used aperture half-widths of 9 and 1150

2 pixels to fit PSF and extract spectra, respectively. We ran this 1151

procedure iteratively. At the end of each iteration, we subtracted 1152

the median static residual noise from the raw data. The median 1153

static noise is defined as a median difference between data and 1154

synthetic images constructed using stellar PSF and spectra. Only 1155

two iterations were sufficient to find robust stellar spectra. We 1156

compute the white-light light curve by taking a weighted aver- 1157

age of light curves in all spectroscopic channels between 3.8612 1158

and 4.9771 µm. The raw white-light light curves for all visits are 1159

shown in Fig. A.2. 1160

Now that we have generated light curves we can fit an occul- 1161

tation model to the data. The light curves show a strong ramp in 1162

the beginning of each visit (see Fig. A.2), so we discarded the 1163

first 35 min of the data before the analysis. In the light curve 1164

analysis, we fixed all planetary parameters except occultation 1165

depth to their values from the literature (Bourrier et al. 2018a; 1166

Meier Valdés et al. 2022). We used a wide uniform prior be- 1167

tween -500 to 500 ppm to the occultation depth parameter. We 1168

analysed white-light light curves from all five visits together. 1169

We used juliet (Espinoza et al. 2019) to fit an occultation 1170

model to the data, which uses an occultation model from batman 1171

(Kreidberg 2015) and samples posteriors using dynesty (Spea- 1172

gle 2020). In addition to the planetary model, we added linear 1173

and quadratic polynomials in time to correct for long-term trends 1174

seen in the light curve. The best-fitted values of white-light oc- 1175

cultation depths are tabulated in Table A.1. We could not, how- 1176

ever, model hour-long correlated noise (see, e.g., Fig. 1), with 1177

this simple polynomial model. This is also evident from the Al- 1178

lan deviation plots, shown in Fig. A.3, of residuals that show 1179

additional noise at larger bin sizes. The presence of uncorrected 1180

correlated noise means that the uncertainties found on the oc- 1181

cultation depths are underestimated. We could not determine the 1182

origin of this noise: we searched engineering data but could not 1183

find any parameter that correlates with the noise, pointing to- 1184

wards a possible astrophysical origin. However, recent transit 1185

observations of a bright star (GJ 341, K = 5.6 mag, Kirk et al. 1186

2024) with the same observing mode also show a similar noise 1187

as our dataset (see, their Fig. 2). So, the correlated noise could be 1188

a previously unknown systematics of the instrument. We looked 1189

at the 2D spectral data at the group level to further test this pos- 1190

sibility. Generally, the data from the first and last groups are 1191

discarded as they could be unreliable. We cannot do this since 1192

our dataset has only two groups. We took the 2D spectral data 1193

for both groups independently and extracted spectral timeseries 1194

from them in exactly the same manner described earlier. We fi- 1195

nally computed and analysed white-light light curves from both 1196

groups. We found that the correlated noise similar to the inte- 1197

gration level light curve is also present at ‘group level’ white- 1198

light light curves. This suggests that the correlated noise does 1199

not originate from unreliable first and last groups (see also our 1200

companion paper for more details, Patel & Brandeker, in prep). 1201

We perform injection-retrieval tests on the white-light light 1202

curves to estimate proper uncertainties on the occultation depths 1203
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Table A.1. Comparison of white-light and photometric occultation depths from different methods

Visit stark Eureka! Eureka! HANSOLO transitspectroscopy SPARTA
(ppm) R1 (ppm) R2 (ppm) (ppm) (ppm) (ppm)

White-light occultation depths
Visit 1 (Nov 18, 2022) 7.0+8.8

−8.8 − 49.2+12.4
−12.3 2.6+14.1

−2.6 15.9+11.6
−11.4 52.1+11.1

−10.3

Visit 2 (Nov 20, 2022) 65.2+22.3
−42.2 − 85.1+9.6

−9.8 6.4+31.0
−6.1 52.2+11.3

−11.5 79.0+10.0
−9.5

Visit 3 (Nov 23, 2022) 101.4+17.1
−32.4 − 130.9+10.3

−11.3 112.1+28.4
−31.9 141.9+11.5

−12.0 119.1+10.8
−10.3

Visit 4 (Nov 24, 2022) 119.2+34.0
−19.0 − 134.1+9.6

−9.5 37.8+28.8
−24.1 115.5+8.9

−8.9 82.9+18.0
−18.3

Visit 5 (Apr 24, 2023) 95.4+13.5
−16.8 − 106.7+9.2

−11.7 73.5+21.3
−21.4 98.6+11.0

−10.8 95.9+11.3
−10.1

Photometric occultation depths
Visit 1 (Nov 18, 2022) 47.4+21.0

−15.5 42.8+4.9
−4.7 − − − −

Visit 2 (Nov 20, 2022) −5.1+5.5
−6.0 −9.8+5.6

−6.0 − − − −

Visit 3 (Nov 23, 2022) 37.3+4.7
−4.6 28.2+5.5

−5.6 − − − −

Visit 4 (Nov 24, 2022) 36.8+27.7
−32.9 39.5+6.0

−5.6 − − − −

Visit 5 (Apr 24, 2023) 95.9+8.1
−7.9 92.4+5.9

−5.5 − − − −

Notes. The uncertainties are 68 percentile of the corresponding posterior distribution. Visit 4 is the archival observation from Hu et al. (2024).
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Fig. A.1. Comparison of occultation depth spectra for all observations from different methods: (Left) Relative occultation depth spectra from
stark (baseline spectra, in orange), Eureka! (in blue) and transitspectroscopy (in green), and absolute occultation depth spectra minus
white-light depth for SPARTA (in purple). (Right) stark relative occultation depth spectra (in orange) and HANSOLO absolute occultation depth
spectra minus white-light depth (in grey).
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Fig. A.2. Raw photometric light curves from the SW channel at 2.1 µm (in blue) and raw white-light light curves from the LW channel at 4.5 µm
(in orange) for Visit 1 to 3 and 5 (GO 2084, in the top panel) and for Visit 4 (GO 1952, bottom panel). A darker and lighter shade of colours depicts
the even and odd parity of the observations. The darker points on the top of the main data show the binned data points.
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Fig. A.3. Allan deviation plots of residuals from photometric light curve analysis from 2.1 µm (SW) channel (left panel, in blue) and 4.5 µm (LW)
channel white-light light curve analysis (right panel, in orange).
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Fig. A.4. Posteriors of occultation depths from injection-retrieval exercise (see, text) for 2.1 µm (SW) channel (the top row, in blue) and 4.5 µm
(LW) channel (the bottom row, in orange). The dashed and dotted vertical lines are injected and retrieved – a median of the posteriors – values of
occultation depths, respectively. The median and 68-percentile confidence intervals of the posterior are written on the top of the plots.

in the presence of correlated noise. We first subtract the nor- 1204

malised planetary signal from the raw white-light light curve 1205

keeping the long-term trend and the correlated noise as it is in 1206

the data. We next produced 1000 realisations of light curves by 1207

injecting an occultation signal at random times in the data. The 1208

depth of the signal is equal to the median value from the full light 1209

curve analysis presented earlier. In this process, we made sure 1210

that the full signal remained inside the data. We fit a full model, 1211

consisting of an occultation model and polynomial – linear and 1212

quadratic – trend, using juliet to each of the realisations. We 1213

build a posterior of occultation depth using randomly selected 1214

samples from the posteriors of occultation depth in each realisa- 1215
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tion. These posteriors, shown in Fig. A.4 for all visits, are clearly1216

not Gaussian for most of the cases illustrating the effect of corre-1217

lated noise. A 68-percentile confidence interval of this posterior1218

should be more representative of uncertainties on white-light oc-1219

cultation depths. In the cases where the uncertainties obtained1220

this way were smaller than the ‘white’ uncertainties from the1221

light curve analysis, we choose to report the larger value.1222

The correlated noise is also present in the spectroscopic light1223

curves of each column. We first boosted the estimated errors of1224

the spectroscopic light curves and the white-light light curve1225

according to the scatter in the light curves. Then we divided1226

spectroscopic light curves from each column with the white-1227

light light curve to remove the correlated noise from the spec-1228

troscopic data. This mostly removed correlated noise from the1229

spectroscopic light curves. Finally, we computed relative occul-1230

tation depths as 1 − (Fin/Fout), where Fin and Fout are the flux1231

inside and outside of the occultation duration, respectively. Be-1232

fore computing this, we made sure that the baseline before and1233

after the occultation signal was the same. Note that we compute1234

relative occultation depths at the native resolution of the instru-1235

ment before binning them to a lower resolution. This method1236

minimises the impact of any leftover 1/f noise in the data (see,1237

e.g., Espinoza et al. 2023).1238

A.1.2. Short-wave data analysis1239

The Stage 1 processing of 2.1 µm channel uncal files was1240

mostly done in the same way as for the 4.5 µm channel uncal1241

files described above. The main difference is that here we only1242

perform a row-by-row background subtraction. The SW PSF1243

spreads to almost all pixel ranges along the column so that there1244

are very few background pixels along the column making it im-1245

possible to perform background subtraction along columns.1246

Once we got rateints data, we performed simple aperture1247

photometry to 2.1 µm channel data to obtain a photometric light1248

curve. Before doing this, we computed the centroids of the PSF1249

using the centre-of-flux method. We then computed a growth1250

function – flux inside an aperture as a function of increasing1251

aperture radius – to optimally select an aperture radius. We find1252

that the growth function flattens out at around 45 pixel radius that1253

we eventually used in our analysis. We adapted the photutils51254

(Bradley et al. 2023) package to compute aperture photometry.1255

photutils simply calculates the total flux inside the aperture.1256

Since we already did a row-by-row background subtraction we1257

did not perform another sky annulus subtraction. Uncorrected1258

SW photometric light curves are plotted in Fig. A.2.1259

We fitted an occultation model to thus-obtained SW light1260

curves in almost the same manner as for the occultation model1261

fitting of LW white-light light curves. The instrumental model1262

used here was different from what was used in the LW case. Here1263

we used a linear polynomial in time and PSF centroids as decor-1264

relation vectors. Additionally, light curves from two of our visits1265

(Visits 1 and 4) show abrupt flux jumps analogous to what was1266

found in Schlawin et al. (2023) (see, Fig. A.2). These flux jumps1267

may or may not be caused by mirror tilting events as described in1268

Schlawin et al. (2023) — a thorough investigation of the origin1269

of these jumps is ongoing (see also our companion work Patel &1270

Brandeker, in prep.). Here we model these flux jumps using mul-1271

tiple step functions; since the jumps are abrupt and affect only a1272

few integrations, it is fairly easy to set the boundaries of step1273

functions. For certainty, we masked all integrations near jumps,1274

5 https://photutils.readthedocs.io/en/stable/index.
html

which is safe because the masked integrations consist of only a 1275

few per cent of the total number of data points and none of these 1276

are near the ingress or egress. Another source of noise in the SW 1277

light curves is the high-frequency periodic noise possibly caused 1278

by the thermal cycling of heaters in the Integrated Science In- 1279

strument Module on JWST (see, Espinoza et al. 2023). This is 1280

clearly visible in the power spectrum of the light curve as a peak 1281

period near 3.8 min in all visits. We performed a principal com- 1282

ponent analysis (PCA) of the PSF time series to see if we could 1283

capture this noise as a principal component (PC) or not. Indeed, 1284

one of the first PCs in all visits show a periodic pattern with a 1285

period of about 3.8 min. While we are uncertain about the origin 1286

of this noise, we simply use this PC as a decorrelation vector in 1287

our light curve analysis. 1288

In summary, our total model fitted to the SW light curve in- 1289

cludes an occultation model, linear models in time, PSF cen- 1290

troids and a PC. Step functions were also included as decorre- 1291

lation vectors in Visits 1 and 4. We used juliet to fit the light 1292

curve data. The best-fitted occultation depths can be found in Ta- 1293

ble A.1. These data are also affected by a correlated noise that 1294

we could not model using our simple model. This is also evident 1295

from the Allan deviation of the residuals shown in Fig. A.3. We 1296

performed injection-retrieval tests similar to the LW data analy- 1297

sis described in Appendix A.1.1 to properly estimate the uncer- 1298

tainties on the occultation depths. 1299

A.2. Eureka! — Reduction 1 1300

Here we provide an independent reduction of the SW observa- 1301

tions of NIRCam. To reduce the nrca1 uncal files we used 1302

Eureka! (version 0.11.dev276+g4e12d23d, Bell et al. 2022) 1303

pipeline. Stage 1 consists of running default jwst detector pro- 1304

cessing steps, but we skip the saturation step. On stage 2 we only 1305

correct for the flat field. On Stage 3, we crop the full array to a 1306

window between pixels 1400 and 2000 in the x-axis and between 1307

pixels 1 and 64 in the y-axis. We also mask pixels flagged as bad 1308

quality and reject outliers above 7σ along time axis. We inter- 1309

polate bad pixels with a linear function and perform row-by-row 1310

background subtraction and 1/ f noise correction. Aperture pho- 1311

tometry is performed using a circular 40 pixel radius aperture. 1312

We subtract the background region with an annulus with an in- 1313

ner edge of 45 pixels and an outer edge of 60 pixels. Finally, 1314

Stage 4 uses the calibrated files to produce the light-curve. Visit 1315

1 and 4 exhibit strong discontinuities, dividing the light-curve 1316

into five and six clearly defined segments, respectively. To cor- 1317

rect the discontinuities, first, we mask the occultation. To flat- 1318

ten the light-curve, we fit a linear function to each segment and 1319

then fit an occultation model with exoplanet in a Hamiltonian 1320

Monte Carlo algorithm with PyMC3. The rest of the visits did 1321

not exhibit such discontinuities and thus we fit only one linear 1322

function in time. The resulting occultation depths are shown in 1323

Table A.1. Compared to the stark reduction and analysis, all 1324

occultation depths are consistent within 1σ. 1325

A.3. Eureka!— Reduction 2 1326

We produced an independent reduction of the NIRCam spec- 1327

tra using the jwst (version 1.12.5, Bushouse et al. 2023) and 1328

Eureka! (version 0.9, Bell et al. 2022) pipelines, including 1329

purpose-built steps that we describe here. Starting from the un- 1330

calibrated raw data, we ran the default jwst detector processing 1331

steps up to (and including) the dark current step. Prior to the 1332

ramp fitting step, we subtracted from each row the median of 1333
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the left-most 650 pixels in the corresponding row and group. By1334

using these unilluminated pixels as a reference of the level of1335

noise added during readout, this helps reduce 1/f noise. We then1336

applied the remaining jwst calibration steps.1337

We ran the resulting calibrated files through Eureka!. We1338

extracted columns 850 through 1945 and discarded the refer-1339

ence pixels. To straighten the trace, we vertically slid each de-1340

tector column by an integer number of pixels. We performed1341

background subtraction using the average value of each column,1342

rejecting 7σ outliers and excluding a window with a half-width1343

of 15 pixels centred on the trace. Constructing the spatial pro-1344

file from the median frame, we performed optimal extraction on1345

a region centred on the source and with a half-width of 5 pix-1346

els. We generated 30 spectroscopic light curves between 3.93651347

and 4.9265 µm, each spanning 0.033 µm. In each light curve, we1348

discarded values farther than 4σ from the mean of a sliding win-1349

dow.1350

The flux in the light curves follows a downward trend with1351

time, and they show significant time-correlated noise. After trim-1352

ming the initial 20 min of data, where the ramp is the steepest, we1353

modelled the white light curve in each visit as the product of an1354

exponential ramp, a linear polynomial and a batman occultation1355

model, where the occultation depth acted as a free parameter.1356

The fits included an estimated error multiplier to match the scat-1357

ter in the residuals. We assumed a circular orbit, and fixed the1358

orbital period and mid-transit time to the values in Zhang et al.1359

(2021), and planet radius, orbital inclination and scaled semi-1360

major axis to those reported by Bourrier et al. (2018a). For each1361

visit, we also calculated the relative occultation depths following1362

the methodology outlined in Appendix A.1.1.1363

A.4. HANSOLO1364

The HANSOLO (atmospHeric trANsmission SpectrOscopy anaL-1365

ysis cOde) pipeline was originally developed to analyse ground-1366

based transmission spectra observed with 8m-class telescopes,1367

but has been adapted to also enable its use on NIRCam data1368

(Lendl et al. 2016, 2017; Ahrer et al. 2023). HANSOLO takes cal-1369

ibrated rateints outputs of the jwst pipeline Stage 1 as input.1370

We used the LACOSMIC algorithm (van Dokkum 2001) to1371

remove cosmic ray effects from the two-dimensional images and1372

identified the spectral trace by using a Moffat function fit to each1373

column. The sky background was calculated on a column-by-1374

column basis by calculating a linear trend in the column back-1375

ground, which was defined as at least 20 pixels away from the1376

centre of the spectral trace. This linear trend was then subtracted1377

from the whole column. We extracted the spectrum by summing1378

over an aperture with a half-width of 4 pixels.1379

Consistent with the other reductions, we generated a white1380

light curve and 30 spectroscopic light curves from which we1381

clipped the first 35 min to remove the worst of the ramp that is1382

present in all the data. For each light curve we applied a 5σ out-1383

lier rejection filter. We used the light curve and RV fitting code1384

CONAN to fit the white light curves with an occultation model and1385

a GP (Gaussian process) with a 3/2 Matern kernel to account for1386

both the remaining ramp and the correlated red noise. We leave1387

the occultation depth and the GP parameters (amplitude, length-1388

scale and a white noise factor) as free parameters and fix all or-1389

bital parameters to the literature values found by Bourrier et al.1390

(2018a). The white light occultation depths are presented in Ta-1391

ble A.1. We then calculate the common mode for each visit by1392

removing the fitted occultation from the white light curve and1393

divide the common mode out of the spectroscopic light curves.1394

Since the spectroscopic light curves still show some correlated1395

noise even with the common mode removed, we then fit each 1396

spectroscopic light curve individually in the same way as the 1397

white light curves, with the orbital parameters held fixed and the 1398

occultation depth and GP parameters as free parameters. The re- 1399

sulting emission spectra are shown in Fig. A.1. 1400

A.5. transitspectroscopy 1401

We take the corrected timeseries data from stark LW analy- 1402

sis and use an open-source tool transitspectroscopy (Es- 1403

pinoza 2022)6 for spectral extraction. We first use a centre of 1404

flux method to find the location of trace on the detector. We used 1405

the optimal extraction algorithm from Marsh (1989) to extract 1406

1D stellar spectra from the timeseries data. In this procedure, 1407

we used an aperture half-width of 3 pixels. The optimal extrac- 1408

tion naturally clips all outliers not identified by the pipeline. We 1409

masked all such 10σ outliers. White-light light curves for each 1410

visit were computed by taking a weighted average of spectro- 1411

scopic light curves between 3.8612 and 4.9771 µm. 1412

We used juliet to fit the occultation model to the white- 1413

light light curve data. In addition to the occultation model 1414

(from batman, Kreidberg 2015), our full model includes linear, 1415

quadratic and cubic polynomials to model a long-term decreas- 1416

ing trend. We also added white noise to the errors on the flux. 1417

We fixed all planetary parameters except occultation depth from 1418

the literature (Bourrier et al. 2018a; Meier Valdés et al. 2022). 1419

The median and 68-percentile confidence intervals for the best- 1420

fitted occultation depths are tabulated in Table A.1. We also de- 1421

termined relative occultation depth spectra using the procedure 1422

described in Appendix A.1.1 and plotted in Fig. A.1. 1423

A.6. SPARTA 1424

Our SPARTA reduction is very similar to that used in Hu 1425

et al. (2024), which analysed the one occultation observed by 1426

GO 1952 (PI Hu). The steps that we used to go from the un- 1427

calibrated files to the spectroscopic light curves are identical. In 1428

stage 1, we perform superbias subtraction, reference pixel sub- 1429

traction, non-linearity correction, dark subtraction, and up-the- 1430

ramp fitting (which amounted to subtracting the two reads since 1431

we only have two). In stage 2, we remove the background, which 1432

also removes some of the 1/f noise because we perform row-by- 1433

row subtraction in addition to column-by-column subtraction. In 1434

stage 3, we perform sum extraction with a window half-width of 1435

2 pixels, obtaining spectroscopic light curves. 1436

Using emcee, we fit the white light curve with a model that 1437

has the occultation time and occultation depth as astrophysical 1438

free parameters, while the light curve normalisation factor, expo- 1439

nential ramp amplitude and timescale, x and y linear correlation 1440

parameters, linear slope with time, and error inflation multiple 1441

are free systematics parameters. We save the systematics model 1442

corresponding to the best fit to the white light curve. To fit the 1443

spectroscopic light curves, we first divide each light curve by the 1444

aforementioned systematics model, and then fit the result with 1445

a model that includes every parameter in the white light curve 1446

fit except the occultation time (which we fix to the white light 1447

value). 1448

6 https://github.com/nespinoza/transitspectroscopy
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Table A.2. Spectroscopic parameters for 55 Cnc.

Method Teff log g? [Fe/H] [Ca/H] [Mg/H] [Na/H] V sin i
(K) (dex) (cgs) (cgs) (cgs) (cgs) (km s−1)

SME 5234 ± 55 4.33 ± 0.05 +0.31 ± 0.05 +0.33 ± 0.05 +0.44 ± 0.12 +0.60 ± 0.11 2.0 ± 0.7
astroARIADNE(a) 5269 ± 46 4.34 ± 0.07 +0.34 ± 0.07 . . . . . . . . . . . .

Notes. (a) Posteriors from the SED modelling.
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Fig. B.1. The observed stellar spectrum with NIRCam/JWST (in yel-
low) is shown with Crossfield (2012) empirical spectrum and a black-
body at 5269 K.

Appendix B: Properties of the star1449

B.1. Observed stellar spectrum1450

We produced rateints files from uncalibrated data using the1451

jwst pipeline using the same procedure as described in Ap-1452

pendix A.1.1. We then ran Stage 2 of the jwst pipeline with1453

some modifications, namely skipping the flat fielding and1454

extract1d steps, to produce calibrated spectrum files. This was1455

followed by correcting data and error files for NaN and cosmic1456

rays as described in Appendix A.1.1. Despite being classified1457

as a point source by the jwst pipeline, the physical unit of1458

calibrated 2D spectrum data is given as MJy/sr. We converted1459

the units to Jy using the pixel area quoted in a header file of1460

calints data products from Stage 2 of the jwst pipeline. We1461

finally extracted the spectrum using stark as described in Ap-1462

pendix A.1.1. We extracted a timeseries of spectra from part of1463

the data from our most recent visit, Visit 5. A median spectrum1464

of these timeseries spectra is plotted in Fig. B.1 and compared1465

with the Crossfield (2012) empirical spectrum and black body1466

spectrum. We found that similar to Hu et al. (2024), the NIR-1467

Cam observed spectrum is discrepant with the Crossfield (2012)1468

empirical spectrum. We think that this may be because of im-1469

proper photometric correction for bright stars provided by the1470

jwst pipeline. Furthermore, Hu et al. (2024) found that their1471

MIRI observed spectrum agrees very well with Crossfield (2012)1472

spectrum. Here, we use the Crossfield (2012) spectrum in our at-1473

mospheric retrieval analysis.1474

B.2. Stellar parameters from modelling1475

We modelled 85 publically available spectra from the High Ac-1476

curacy Radial velocity Planet Searcher (HARPS; Mayor et al.1477

2003) spectrograph with a resolution of 115 000. The spectra1478

were co-added and modelled with Spectroscopy Made Easy71479

7 http://www.stsci.edu/~valenti/sme.html

(SME; Valenti & Piskunov 1996; Piskunov & Valenti 2017) 1480

version 5.2.2 and the stellar atmosphere grid Atlas12 (Kurucz 1481

2013). SME computes synthetic spectra and adjusts the chosen 1482

free parameters based on comparison with the observed spec- 1483

trum. We modelled one parameter at a time, utilising spectral 1484

features sensitive to different photospheric parameters and it- 1485

erating until all parameters converged. Throughout the mod- 1486

elling, we held the macro- and micro-turbulent velocities, Vmac 1487

and Vmic, fixed at 2.7 km s−1 (Doyle et al. 2014) and 0.95 km s−1 1488

(Bruntt et al. 2008). A description of the modelling procedure 1489

is detailed in Persson et al. (2018). The results are listed in Ta- 1490

ble A.6. 1491

The stellar radius was modelled with the SED fitting soft- 1492

ware astroARIADNE8 (Vines & Jenkins 2022) using priors from 1493

SME and photometry from the Johnson B and V magnitudes 1494

(APASS), GGBPGRP (DR3), JHKS magnitudes (2MASS), WISE 1495

W1-W2, and the Gaia DR3 parallax. We utilised three different 1496

atmospheric model grids from Phoenix v2 (Husser et al. 2013), 1497

Castelli & Kurucz (2004), and Kurucz (1993). The final radius 1498

was computed with Bayesian Model Averaging and was found 1499

to be 0.953 ± 0.011 R�. The luminosity is 0.63 ± 0.02 L�, and 1500

the visual extinction is consistent with zero (0.03 ± 0.03). We 1501

derived a stellar mass of 0.639+0.021
−0.020 M� interpolating the MIST 1502

(Choi et al. 2016) isochrones with astroARIADNE. Our results 1503

are very close to previous results; von Braun et al. (2011) derive 1504

a stellar radius of 0.943±0.010 R� based on interferometric mea- 1505

surements and the parallax from van Leeuwen (2007). Updating 1506

this calculation with the Gaia DR3 parallax, this radius becomes 1507

0.962 ± 0.010 R� in good agreement with our results. 1508

Appendix C: Detailed retrieval posterior 1509

distributions 1510

In this appendix we present all posterior distributions from 1511

our retrieval calculations for the CO/CO2 and SiO/SiO2/MgO 1512

cases. The posterior distributions are shown for the stark and 1513

HANSOLO reductions. Due to the fact that for the HANSOLO reduc- 1514

tion, the retrievals are performed on absolute occultation depths, 1515

the posterior distributions do not include the white-light occulta- 1516

tion depths parameter dwl. 1517

It is also important to note that the depicted centre-log-ratio 1518

posterior ξ j for the last molecule is not a free parameter in the re- 1519

trieval, as was mentioned in Sect. 2.3. Instead, we calculated the 1520

corresponding posterior distribution following the requirement 1521

that for each posterior sample, the sum of all ξ values must be 1522

zero. 1523

For Visits 1 and 3, the posterior distributions are already 1524

shown in Figs. 4 and 5 in the main text and are not repeated 1525

here. The corresponding posterior spectra for the posteriors are 1526

shown in Fig. 3. All plots containing posterior distributions can 1527

be found on Zenodo9. 1528

8 https://github.com/jvines/astroARIADNE
9 https://doi.org/10.5281/zenodo.12779025
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